
We placed 102 seed traps at 12 levels along a 45-m high tower, with the three upper
levels above the tallest trees (33 m). Traps were checked at weekly or biweekly intervals.

We surveyed all trees in a radius of 50 m around the tower. Trees were identified to
species, mapped on a 2.5-m grid, and measured for DBH (diameter at breast height,
1.3 m). For a sample of at least 15 trees of each species, we measured tree height and
regressed its logarithm against basal area. All regression slopes were significantly greater
than zero (P , 0.001 in all cases) and basal area explained 61–85% of variance in tree
height. We estimated height from the basal area using the regression function for trees
whose heights were not measured.

We sampled the time series of the velocity components at 10 Hz using three triaxial
sonic anemometers positioned at 40, 33 and 18 m above the forest floor. Plant area density
(PAD) was measured with a LAI-2000 canopy analyser every 2 m, and leaf area density was
inferred from PAD. A drag coefficient of 0.15 was chosen to match measured mean
windspeed inside the canopy at these three levels.

Model simulations
We apply a coupled eulerian–lagrangian approach22,23 to simulate seed dispersal from trees
around the tower. We calculated statistics of wind velocities (vertical, longitudinal and
lateral) inside the canopy using an eulerian second-order closure model forced by the
30-min measured friction velocity (u*) at 40 m. Closure models, and the mixing layer
analogy that describes key length and timescales of organized eddy motion for canopy
flows, have been reviewed by Finnigan29. The lagrangian velocity used to model seed
trajectories is constructed at 10 Hz in a manner that: (1) conserves coherency of
intermittent eddies and (2) when averaged at a given canopy layer recovers 30-min
statistics computed by the eulerian model.

We ran spatially explicit simulations of seed dispersal from all reproductive adults in a
radius of 50 m around the tower. Because P. taeda was rare near the tower, we extended the
mapping radius to 150 m for this species. Based on local observations, we define adult trees
as those having DBH $ 15 cm for all species but C. caroliniana, for which we set a
threshold of 7 cm.

The number of seeds released from each tree was linear with basal area18. For each
simulated dispersal event, release height and seed terminal velocity were randomly selected
from a normal distribution (Table 1). For each species, we estimated the vertical
distribution of seed release by counting seeds or inflorescences along tree height for at least
five trees. On the basis of these observations, we calculated the mean release height (Table
1) and assumed a normal distribution with a standard deviation of 0.2 of local tree height.
The mean and variance of terminal velocity were estimated from video photos of falling
seeds (collected at the study site), for at least 100 seeds per species. We incorporated
temporal variation in wind conditions by running the model for all 1,271 half-hour
averages of u* and wind direction recorded by the upper anemometer during the
simulated period.

In Fig. 2 we examine whether the bimodal patterns observed in the dispersal kernels,
given spatially constant wind conditions, remain persistent when spatial variation in
winds is introduced. In the first set of simulations, we assume that u* above the canopy is
constant in the plane parallel to the forest floor. Its value is related to the time-averaged
shear stress above the canopy ðtt ¼ ru*2;where r is the air density), typically produced by
meso-scale pressure gradients. In the second set, t t varies randomly in space, while keeping
the same mean as in the first set (and hence the same u*). Because the mean horizontal
windspeed and vertical velocity standard deviation at any height within (or above) the
canopy scale linearly with u*, probability density functions generated from uncorrelated
random normal variations of u* in space or time converge to the ensemble average by the
ergodic theorem30. For simplicity, the u* variations in Fig. 2 were produced in time with a
mean identical to the constant u* scenario. However, they can be interpreted as variations
of u* in space when the number of seeds released is large (as is the case here).
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Primates are equipped with neural circuits in the prefrontal
cortex1–6, the parietal cortex7 and the basal ganglia6,8–11 that
predict the availability of reward during the performance of
behavioural tasks. It is not known, however, how reward value
is incorporated in the control of action. Here we identify neurons
in the monkey caudate nucleus that create a spatially selective
response bias depending on the expected gain. In behavioural
tasks, the monkey had to make a visually guided eye movement in
every trial, but was rewarded for a correct response in only half of
the trials. Reward availability was predictable on the basis of the
spatial position of the visual target. We found that caudate
neurons change their discharge rate systematically, even before
the appearance of the visual target, and usually fire more when
the contralateral position is associated with reward. Strong
anticipatory activity of neurons with a contralateral preference
is associated with decreased latency for eye movements in the
contralateral direction. We conclude that this neuronal mechan-
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ism creates an advance bias that favours a spatial response when
it is associated with a high reward value.

Reward shapes goal-oriented behaviour12–14. Consider a visually
guided saccade task with an asymmetrical reward schedule (Fig. 1a
and b, biased saccade task; BST). The monkey has to make an
immediate saccade to a peripheral visual target in every trial, but is
rewarded for a correct saccade to only one out of two possible target
positions. The mapping between target position and reward
remains constant for 20 or 40 trials, but is reversed frequently
during an experimental session (Fig. 1c and Methods).

In this task, the average latency of saccadic eye movements was
reliably shorter in trials with reward than in trials without reward.
Figure 1d shows the rightward saccades of monkey 1; saccade
latency was 88 ms shorter in reward than in no-reward trials
(P , 0.01, two-tailed t-test). The reward effect amounted to
53 ms for the leftward saccades of monkey 1, 141 ms for the right-
ward saccades of monkey 2, and 203 ms for the leftward saccades of
monkey 2; all three effects were significant (P , 0.01, two-tailed t-
test). Although previous research has identified neural circuits that
encode the presence of reward1–11, little is known about how such
representations may cause the reward effect in the behaviour. Here
we explored the possibility that the brain creates a reward-oriented
response bias before the presentation of an instruction on where to
move the eyes.

We concentrated on caudate neurons that selectively increased
their discharge rate right before the expected appearance of a task-
relevant visual target8,15–16. On the basis of their discharge charac-
teristics17, we assumed that these neurons were medium-spiny18,
GABA (g-amino butyric acid)-mediated19 projection neurons.
Using a memory-guided saccade task20, we previously found that

Figure 1 Experimental design of the biased saccade task (BST). a, Sequence of events in

condition 1, in which only correct rightward saccades are rewarded. b, Sequence of

events in condition 2, in which only correct leftward saccades are rewarded. c, Blocked

(‘ABA’) design with frequent repetitions of different conditions. d, Density function of

saccade latency in reward trials versus no-reward trials (data from monkey 1, rightward

saccades).

Figure 2 Effect of position-reward mapping on caudate anticipatory activity. a, Rasters of

spikes aligned with target onset. Each raster represents one trial; trials are shown in order

of presentation (from top to bottom). Green bars indicate saccade duration, blue bars

indicate water delivery, red bars indicate error trial. Colour codes to the right of the rasters

indicate the position-reward condition (yellow, left reward; purple, right reward).

b, Population histograms of the activity of caudate neurons with a contralateral pre-target

bias (n ¼ 25). The histograms are aligned with target onset (yellow, ipsilateral reward;

purple, contralateral reward). c, Area under the receiver operating characteristic (ROC

area) in a sliding 200-ms window. Shown here is the average ROC area (^95%

confidence interval) from the same population of neurons as in b. The ROC area quantifies

the separation of the distributions in the contralateral and ipsilateral reward conditions

(0.5, no separation; 1, perfect contralateral preference; 0, perfect ipsilateral preference).
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the anticipatory activity of these neurons is sensitive to the con-
tingency between stimulus and reward21–22. In the memory-guided
saccade task, however, the delay between target presentation and
saccade prevented us from studying the relationship between
neuronal activity and behavioural parameters. Thus, to test whether
caudate neurons create an advance response bias, we examined their
activity in the BST, in which the monkey had to make an immediate
visually guided saccade under an asymmetrical reward schedule.
Forty-one caudate neurons with anticipatory activity provided
sufficient data for analysis. Of these 41 neurons, 31 (76%) showed
a reliable effect of position-reward mapping in their anticipatory
activity (P , 0.01 in the window of 21.5 s to 0 s from target onset,
two-tailed t-test), and usually fired more when the contralateral
position was mapped onto reward than when the ipsilateral position
was mapped onto reward (25/31; 81%). The remaining six neurons,
with a preference for the ipsilateral-reward condition, behaved in all
respects as the mirror image of neurons with a preference for the
contralateral-reward condition.

The pre-target component in the caudate neurons showed
marked selectivity. For the neuron shown in Fig. 2a, for example,
the session started with a right (or contralateral) reward block,
followed by an ipsilateral-reward block, then a contralateral-reward
block again, and so on. Clearly, the neuron fired consistently more
strongly in the contralateral-reward condition than in the ipsilat-
eral-reward condition. This highly adaptive pre-target component
cannot be explained by arousal, fixation-related activity or any other
interpretation that does not take into account the context of the
position-reward mapping. In Fig. 2b and c, we present population

data of 25 caudate neurons that showed a similar preference for the
contralateral-reward condition in their pre-target activity. The
modulation by reward context started more than 1 s before target
onset and reached a plateau by about 400 ms before target onset.
The effect quickly dissipated after target onset. This time course
clearly suggests that the pre-target component is prospective, in
anticipation of the eye movement instruction.

For each of the 31 neurons with a reliable pre-target bias, we also
obtained a reliable reward effect in the monkey’s behaviour
(P , 0.01, two-tailed t-test). This result confirmed that modulation
of the pre-target component occurred together with the reward-
dependent effects in saccade latency. Could the pre-target com-

Figure 3 Adaptation of behaviour and neuronal activity to a reversal of the position-reward

contingency. a, Latency for contralateral saccades as a function of trial order from

reversal of position-reward contingency. Blue data indicate reward trials; red data indicate

no-reward trials. Coloured backgrounds indicate the areas ^ 2 s.d. from the mean in

trials 6–20 (light blue, reward trials; light orange, no-reward trials). b, Neuronal discharge

rate as a function of trial order from reversal of position-reward contingency. Shown are

data from neurons with a contralateral pre-target bias (the same population of neurons as

in Fig. 2b,c; same data set as in a). Blue data, trials in the contralateral-reward condition;

red data, trials in the ipsilateral-reward condition. Coloured backgrounds indicate the

areas ^ 2 s.d. from the mean in trials 6–20 (light blue, contralateral-reward condition;

light orange, ipsilateral-reward condition).

Figure 4 Comparison between the cued saccade task (CST) and the biased saccade task

(BST). a, Sequence of events in CST. b, Top, rasters and histograms from a caudate

neuron grouped by the spatial position of the cue in CST (top). Bottom, histograms for BST

are shown for comparison (purple, left-reward condition; yellow, right-reward condition).

c, Scatter plots of neuronal activity in CST versus BST. Data from 22 caudate neurons with

a spatial pre-target bias in BST are shown. On the left, a line is drawn between two data

points for each neuron: the data point indicated by a cross represents activity in the

ipsilateral condition (vertical coordinate, ipsilateral cue in CST; horizontal coordinate,

ipsilateral reward in BST); the data point indicated by a square represents activity in the

contralateral condition in CST versus BST. On the right, each data point indicates the ROC

areas of one neuron in the two tasks. ROC areas quantify the separation between

ipsilateral and contralateral distributions (0.5, no separation; 1, perfect contralateral

preference; 0, perfect ipsilateral preference). Vertical coordinate, ROC area in CST;

horizontal coordinate, ROC area in BST.
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ponent be a source of the reward effect in saccade latency? One
interpretation is that the pre-target component acts as a spatial
response bias, which prioritizes an eye movement toward the
neuron’s preferred position if that position is associated with a
high reward value. Specifically, a strong pre-target component when
the contralateral position is associated with reward will favour an
eye movement to the contralateral position. When this position is
no longer associated with reward, the weak pre-target component
will lead to a reduced priority of an eye movement to the contra-
lateral position.

The interpretation of caudate pre-target activity as a spatial
response bias finds support in the way in which the monkey’s
behaviour and neuronal activity adapted to changes in the reward
context (Fig. 3). We compared the latency for contralateral saccades
with the pre-target activity (from 21.5 s to 0 s from target onset) of
neurons with a preference for the contralateral-reward condition.
Even though the monkey made saccades in each direction equally
often (see Methods), we focused only on contralateral saccades for
this analysis because we thought that there might be an association
between contralateral saccades and the activity of neurons with a
contralateral preference. Specifically, we examined how many trials
it took for the contralateral-saccade latency and the selectivity in the
neuronal activity to adapt to a reversal of the contingency between
position and reward. In the latency for contralateral saccades
(Fig. 3a), there was a notable asymmetry such that the reduction
of latency in reward trials (the positive effect of incentive) was
fully present from the second trial after a reversal, that is, immedi-
ately after the monkey experienced a change in reinforcement.
The increase of latency in no-reward trials (the negative effect of
no incentive) developed more slowly, reaching a peak at the fifth
trial.

In the neuronal pre-target activity (Fig. 3b), we observed a similar
asymmetry in the adaptation to a reversal. The increase of pre-target
activity in the contralateral-reward condition was in full effect from
the second trial after a reversal. This finding is consistent with the
quick adaptation of the positive effect of incentive, assuming that
strong pre-target activity leads to short latency for contralateral
saccades. In contrast, the decrease of pre-target activity in the
ipsilateral-reward condition developed more slowly, reaching a
peak at the fifth trial. Again, this finding is consistent with the
slow adaptation of the negative effect of no incentive, assuming that
weak pre-target activity leads to long latency for contralateral
saccades.

The slow versus fast adaptation after a reversal in the caudate pre-
target activity might be related to different learning rates for
positive-reward contingency (a contingency between the contra-
lateral position and reward) than for negative-reward contingency
(a contingency between the contralateral position and no reward)23.
Such asymmetry would in turn influence the development of the
reward effect in the monkey’s behaviour. Although the underlying
mechanisms are not fully understood, the implication here is that
there is tight coupling between the spatial pre-target bias in caudate
neuronal activity and the reward effect in behaviour.

Although the pre-target component in caudate neurons seems to
incorporate reward value in advance of the process of action
control, it is possible that it represents an instance of a more general
type of spatially selective anticipation. Specifically, previous
research has documented spatially selective effects of target uncer-
tainty on the anticipatory activity of neurons in parietal cortex7 and
superior colliculus24,25. Are effects of reward context and target
uncertainty caused by similar neural mechanisms of anticipation?
To test this possibility, we examined 22 of the 31 caudate neurons
with a spatial pre-target bias in a second experiment, the cued
saccade task (CST; Fig. 4). In this task, the monkey was required to
make a saccade to a target that appeared at a previously cued
position. The probability that a target appeared at the cued position
was 100%. In half of the trials, we presented a distracter in addition

to the target, so that the monkey needed to process the cue position
to distinguish target from distracter. Thus, correct task performance
depended on the monkey’s ability to select a spatial position on the
basis of information provided in advance of target onset. Both
monkeys performed this task with an error rate of less than 10%
even in trials with a distracter, which indicates that they do rely on
the spatial position of the cue.

Whereas the example neuron in Fig. 4b showed no effect of cue
position in its activity in the window from 2500 ms to 0 ms before
target onset in the CST (Fig. 4b, top), it showed a clear contralateral
pre-target bias in the same time window before target onset in the
BST (Fig. 4b, bottom). For all but two neurons the laterality effect
was stronger in the BST than in the CST (that is, longer extension in
the horizontal than in the vertical axis; Fig. 4c, left), and there was
no correlation between laterality effects in the different tasks (the
Pearson correlation coefficient of the receiver operating character-
istic (ROC) areas is 20.125, which is not significantly different from
zero; Fig. 4c, right). These results suggest that the caudate pre-target
component is influenced by reward context, but not by target
uncertainty. Further research is required to determine whether the
caudate pre-target component can be influenced by other factors
than reward.

In summary, the context of stimulus-reward mapping strongly
modulates both the pre-target activity in caudate neurons and the
latency of saccadic eye movements. The pre-target bias in caudate
nucleus may be one of the ways in which the brain incorporates
reward value in the control of action, even before the presentation of
a visual instruction on where to move the eyes. By this interpret-
ation, the bias in caudate nucleus favours a particular spatial
response when it is associated with a high reward value, but not
when it is associated with a low reward value. Such a response bias in
the caudate nucleus could be propagated through a sequence of two
inhibitory projections, from caudate nucleus onto substantia nigra
pars reticulata, and then onto superior colliculus26–28. Specifically,
the caudate pre-target bias might lead to a spatially selective removal
of tonic inhibition from substantia nigra pars reticulata on superior
colliculus neurons with a particular movement field. The effect from
caudate nucleus on superior colliculus would be to pre-establish a
different baseline of neuronal activity in the contralateral-reward
versus ipsilateral-reward condition. Thus, the caudate bias would
bring superior colliculus neurons with a movement field to the
position with a high reward value closer to initiating a saccade, even
before the presentation of a visual instruction. A

Methods
Electrophysiological recording
We recorded from the caudate nuclei of two adult male Japanese monkeys (Macaca
fuscata). Surgery was carried out under pentobarbital sodium anaesthesia to implant a
head-holding device, a plastic unit-recording chamber and a scleral search coil. The
recording chamber was placed over the fronto-parietal cortices, tilted laterally by 358 in the
coronal plane, and aimed at the caudate head, as verified by magnetic resonance imaging
(AIRIS, 0.3 T, Hitachi). Action potentials of single neurons were recorded with tungsten
electrodes, which were advanced perpendicularly to the cortical surface using an oil-driven
micro-manipulator (MO-95, Narishige). The action potentials were amplified, filtered
(500 to 2,000 Hz) and processed by a window discriminator (MDA-4 and DDIS-1, BAK
Electronics). We recorded eye movements using the magnetic search-coil technique
(MEL-25, Enzanshi-Kogyo). All surgical and experimental protocols were approved by the
Juntendo University Animal Care and Use Committee, and were in accordance with the
NIH Guidelines for Care and Use of Animals.

Behavioural task
The monkey sat in a primate chair inside a sound-attenuated room with his head fixed. In
the BST, the monkey was required to direct and maintain his gaze at a central fixation spot
during a first fixation (‘pre-target’) period of 1.5 s. Visual stimuli were small red spots, 0.28

in diameter, back-projected onto a tangent screen by LED projectors. After the pre-target
period, the fixation spot disappeared and a peripheral target appeared at 208 to the left or
to the right. The monkey had to make a saccade within 500 ms to within 38 from the target
position. A beep was presented as feedback for each correct trial. If the monkey made an
error, the same trial was repeated. In half of the correct trials the monkey was rewarded
with a drop of water depending on the reward schedule. During blocks of 20 or 40 correct
trials, reward was mapped consistently onto one target position. We reversed the position-
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reward contingency automatically (6–16 times) without any indication to the monkey.
There were various types of error trial: failing to fixate the fixation point, breaking

fixation before fixation offset, making a saccade in the wrong direction, and making a
hypo- or hypermetric saccade in the right direction. Because it can be difficult to relate
caudate pre-target activity to the various types of error trial, we limited our focus in the
present paper to correct trials. Our behavioural procedure ensured that we had an equal
amount of data from correct trials in the reward condition and those in the no-reward
condition.

In the CST, there was a first fixation period of 1 s, followed by a brief presentation
(100 ms) of a cue at 208 to the left or to the right. The monkey had to maintain his gaze at
the fixation spot during a delay period of 1 s. The fixation spot then disappeared and the
target appeared at the same position as the cue. In half of the trials, another spot appeared
at the alternative position (distracter). The monkey had to make a saccade to the target
position within 500 ms, and was rewarded with a drop of water for a correct saccade. After
recording neurons in the CST (experiment 2), we re-applied the BST (experiment 1) for at
least 80 trials to confirm the reproducibility of neuronal activity.

Data analysis
Pre-target neurons were defined as neurons that showed a statistically reliable increase in
the spike count 21.5 s to 0 s before target onset (‘pre-target window’) as compared with
the spike count 23 s to 21.5 s before target onset. All pair-wise comparisons were
evaluated by two-tailed t-tests, P , 0.01. We used the Bonferroni procedure to correct for
family-wise error with multiple t-tests. To quantify the separation of population
distributions from contralateral versus ipsilateral conditions, we calculated the area under
the ROC in a sliding window of 200 ms.

To test the adaptation of saccade latency and pre-target activity to a reversal of
position-reward contingency, we compared the second trial after a reversal against the
third trial after a reversal (test 1). We also compared the second trial after a reversal against
the pooled data from the sixth to twentieth trial (test 2). Both tests consisted of paired two-
tailed t-tests on the mean data from individual neurons. Adaptation was judged complete
if there was no significant difference between the measures. Tests 1 and 2 produced similar
results in all cases.

For comparison between the two tasks (BST versus CST), we considered the neuronal
activity from 2500 to 0 ms before target onset in both tasks, in the computation of
absolute firing rates as well as ROC areas.
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Muscle–eye–brain disease (MEB) and Fukuyama congenital mus-
cular dystrophy (FCMD) are congenital muscular dystrophies
with associated, similar brain malformations1,2. The FCMD gene,
fukutin, shares some homology with fringe-like glycosyltrans-
ferases, and the MEB gene, POMGnT1, seems to be a new
glycosyltransferase3,4. Here we show, in both MEB and FCMD
patients, that a-dystroglycan is expressed at the muscle mem-
brane, but similar hypoglycosylation in the diseases directly
abolishes binding activity of dystroglycan for the ligands lami-
nin, neurexin and agrin. We show that this post-translational
biochemical and functional disruption of a-dystroglycan is
recapitulated in the muscle and central nervous system of mutant
myodystrophy (myd) mice. We demonstrate that myd mice have
abnormal neuronal migration in cerebral cortex, cerebellum and
hippocampus, and show disruption of the basal lamina. In
addition, myd mice reveal that dystroglycan targets proteins to
functional sites in brain through its interactions with extracellu-
lar matrix proteins. These results suggest that at least three
distinct mammalian genes function within a convergent post-
translational processing pathway during the biosynthesis of
dystroglycan, and that abnormal dystroglycan–ligand inter-
actions underlie the pathogenic mechanism of muscular dystro-
phy with brain abnormalities.
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