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CHAPTER 9

Chapter Goals

- Describe the background of Token Ring technology.
- Explain how Token Ring works.

Token Ring/IEEE 802.5

The Token Ring network was originally developed by IBM in the 1970s. It is still IBM’s primary
local-area network (LAN) technology. The related IEEE 802.5 specification is almost identical to and
completely compatible with IBM’s Token Ring network. In fact, the IEEE 802.5 specification was
modeled after IBM Token Ring, and it continues to shadow IBM’s Token Ring development. The term
Token Ringyenerally is used to refer to both IBM’s Token Ring network and IEEE 802.5 networks. This
chapter addresses both Token Ring and IEEE 802.5.

Token Ring and IEEE 802.5 networks are basically compatible, although the specifications differ in
minor ways. IBM’s Token Ring network specifies a star, with all end stations attached to a device called
a multistation access unit (MSAU). In contrast, IEEE 802.5 does not specify a topology, although
virtually all IEEE 802.5 implementations are based on a star. Other differences exist, including media
type (IEEE 802.5 does not specify a media type, although IBM Token Ring networks use twisted-pair
wire) and routing information field size. Figure 9-1 summarizes IBM Token Ring network and IEEE
802.5 specifications.
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Token Ring Operation

Figure 9-2 MSAUSs Can Be Wired Together to Form One Large Ring in an IBM Token Ring Network
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Token Ring Operation

Token Ring and IEEE 802.5 are two principal examples of token-passing networks (FDDI is the other).
Token-passing networksove a small frame, called a token, around the network. Possession of the token
grants the right to transmit. If a node receiving the token has no information to send, it passes the toker
to the next end station. Each station can hold the token for a maximum period of time.

If a station possessing the token does have information to transmit, it seizes the token, alters 1 bit of th
token (which turns the token into a start-of-frame sequence), appends the information that it wants to
transmit, and sends this information to the next station on the ring. While the information frame is
circling the ring, no token is on the network (unless the ring supports early token release), which mean:
that other stations wanting to transmit must wait. Therefore, collisions cannot occur in Token Ring
networks. If early token release is supported, a new token can be released when frame transmission
complete.

The information frame circulates the ring until it reaches the intended destination station, which copies
the information for further processing. The information frame continues to circle the ring and is finally
removed when it reaches the sending station. The sending station can check the returning frame to s
whether the frame was seen and subsequently copied by the destination.

Unlike CSMA/CD networks (such as Ethernet), token-passing networkdedegministi¢c which means
that it is possible to calculate the maximum time that will pass before any end station will be capable of
transmitting. This feature and several reliability features, which are discussed in the section
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CHAPTER 8

Chapter Goals

« Provide background information about FDDI technology.
- Explain how FDDI works.

« Describe the differences between FDDI and Copper Distributed Data
Interface (CDDI).

« Describe how CDDI works.

Fiber Distributed Data Interface

Introduction

TheFiber Distributed Data Interface (FDDI¥pecifies a 100-Mbps token-passing, dual-ring LAN using
fiber-optic cable. FDDI is frequently used as high-speed backbone technology because of its support fo
high bandwidth and greater distances than copper. It should be noted that relatively recently, a relate
copper specification, called Copper Distributed Data Interface (CDDI), has emerged to provide
100-Mbps service over copper. CDDI is the implementation

of FDDI protocols over twisted-pair copper wire. This chapter focuses mainly on FDDI specifications
and operations, but it also provides a high-level overview of CDDI.

FDDI uses dual-ring architecture with traffic on each ring flowing in opposite directions (called
counter-rotating). The dual rings consist of a primary and a secondary ring. During normal operation,
the primary ring is used for data transmission, and the secondary ring remains idle. As will be discusset
in detail later in this chapter, the primary purpose of the dual rings is to provide superior reliability and
robustness. Figure 8-1 shows the counter-rotating primary and secondary FDDI rings.

Internetworking Technologies Handbook
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W FDDI Transmission Media

Standards

Figure 8-1 FDDI Uses Counter-Rotating Primary and Secondary Rings
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FDDI was developed by the American National Standards Institute (ANSI) X3T9.5 standards committee
in the mid-1980s. At the time, high-speed engineering workstations were beginning to tax the bandwidth
of existing local-area networks (LANs) based on Ethernet and Token Ring. A new LAN media was
needed that could easily support these workstations and their new distributed applications. At the same
time, network reliability had become an increasingly important issue as system managers migrated
mission-critical applications from large computers to networks. FDDI was developed to fill these needs.
After completing the FDDI specification, ANSI submitted FDDI to the International Organization for
Standardization (ISO), which created an international version of FDDI that is completely compatible
with the ANSI standard version.

FDDI Transmission Media

FDDI uses optical fiber as the primary transmission medium, but it also can run over copper cabling. As
mentioned earlier, FDDI over copper is referred t&€apper-Distributed Data Interface (CDDI)

Optical fiber has several advantages over copper media. In particular, security, reliability, and
performance all are enhanced with optical fiber media because fiber does not emit electrical signals. A
physical medium that does emit electrical signals (copper) can be tapped and therefore would permit
unauthorized access to the data that is transiting the medium. In addition, fiber is immune to electrical
interference from radio frequency interference (RFI) and electromagnetic interference (EMI). Fiber
historically has supported much higher bandwidth (throughput potential) than copper, although recent
technological advances have made copper capable of transmitting at 100 Mbps. Finally, FDDI allows 2
km between stations using multimode fiber, and even longer distances using a single mode.

FDDI defines two types of optical fiber: single-mode and multimodendédeis a ray of light that enters
the fiber at a particular angl®ultimodefiber uses LED as the light-generating device, while
single-moddiber generally uses lasers.

Internetworking Technologies Handbook
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FDDI Specifications

Multimode fiber allows multiple modes of light to propagate through the fiber. Because these modes of
light enter the fiber at different angles, they will arrive at the end of the fiber at different times. This
characteristic is known asodal dispersionModal dispersion limits the bandwidth and distances that
can be accomplished using multimode fibers. For this reason, multimode fiber is generally used for
connectivity within a building or a relatively geographically contained environment.

Single-mode fiber allows only one mode of light to propagate through the fiber. Because only a single
mode of light is used, modal dispersion is not present with single-mode fiber. Therefore, single-mode
fiber is capable of delivering considerably higher performance connectivity over much larger distances,
which is why it generally is used for connectivity between buildings and within environments that are

more geographically dispersed.

Figure 8-2 depicts single-mode fiber using a laser light source and multimode fiber using a light emitting
diode (LED) light source.

Figure 8-2  Light Sources Differ for Single-Mode and Multimode Fibers
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FDDI Specifications

FDDI specifies the physical and media-access portions of the OSl reference model. FDDI is not actually
a single specification, but it is a collection of four separate specifications, each with a specific function.
Combined, these specifications have the capability to provide high-speed connectivity between
upper-layer protocols such as TCP/IP and IPX, and media such as fiber-optic cabling.

FDDI's four specifications are the Media Access Control (MAC), Physical Layer

Protocol (PHY), Physical-Medium Dependent (PMD), and Station Management (SMT) specifications.
The MAC specification defines how the medium is accessed, including frame format, token handling,
addressing, algorithms for calculating cyclic redundancy check (CRC) value, and error-recovery
mechanisms. ThEHY specification defines data encoding/decoding procedures, clocking requirements,
and framing, among other functions. TRBID specification defines the characteristics of the
transmission medium, including fiber-optic links, power levels, bit-error rates, optical components, and
connectors. ThEMT specification defines FDDI station configuration, ring configuration, and ring
control features, including station insertion and removal, initialization, fault isolation and recovery,
scheduling, and statistics collection.

FDDI is similar to IEEE 802.3 Ethernet and IEEE 802.5 Token Ring in its relationship with the OSI
model. Its primary purpose is to provide connectivity between upper OSI layers of common protocols
and the media used to connect network devices. Figure 8-3 illustrates the four FDDI specifications anc
their relationship to each other and to the IEEE-defined Logical Link Control (LLC) sublayer. The LLC
sublayer is a component of Layer 2, the MAC layer, of the OSI reference model.

[ 1-58705-001-3
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Connectivity.

* Building Blocks

— links: coax cable, optical fiber...

— nodes: general-purpose workstations...

* Direct connectivity: |

— point-to-point

— multiple access

-

B

B

B




Connectivity..

Indirect Connectivity SIS
B w networks e

=> switches

— Inter-networks

=> routers




Connecting N users: Directly ...

 Bus: broadcast, collisions, media
access control

* Full mesh: Cost vs simplicity

B | s N

Bus

Full mesh

Address concept needed if we want the
receiver alone to consume the packet!




List of Problems

* Topologies
* Framing

* Error control
 Flow control

* Multiple access
—How to share a wire




Topologies: Indirect Connectivity




Inter-Networks: Networks of
Networks




Building blocks: Multiplexing
* Multiplexing

— Cost: waiting time, buffer space & packet loss
— Gain: Money => Overall system costs less




Stability of a Multiplexed System

Average Input Rate > Average Output Rate
=> system is unstable!

Queue Server

Arriving Customers Departing Customers
— —
Arriving Packets Transmitted Packets

Buffer Transmitter

How to ensure stability ?
1. Reserve enough capacity so that

demand is less than reserved capacity
2. Dynamically detect overload and adapt

either the demand or capacity to resolve

overload




Example Design: Circuit-Switching

Circuit-switching: A form of multiplexing
— Divide link bandwidth

Into “pieces”
— Reserve pieces on
successive links and

tie them together to
form a “circuit”

— Map traffic into the
reserved circuits

— Resources wasted if
unused: expensive.

— Mapping can be done without “headers™.




Example Design: Packet-Switching

Packet-switchinqg: Another form of multiplexing:
—Chop up data into “packets”

 Packets: data +
meta-data (header)

—“Switch” packets at intermediate nodes

o Store-and-forward
if bandwidth is not
iImmediately
available.



Packet Switching

10 Mbs statistical multiplexing
AillDh Ethernet ’_.-' g

P
B IIU) o

queue of packets
waiting for output
link

Cost: self—descrlptlve header i:)er-packet
buffering and delays for applications.

Need to either reserve resources or
dynamically detect/adapt to overload for stability



What are protocols ?

* Networking software is organized as protocols
 Eg: Human protocol vs network protocol:

A
&
]'

Got the
' P,
Time.: n:/ /www . rpi.edu/index htm

2:00




Reference Models for Layering
TCP/IP Model TCP/IP Protocols OSI Ref Model

Application HTTP wiiln et
icati

Internetwork

Hostto ||[EtherPackePoint-to Datalink
Network || net JRadioj Point Physical




Internet protocol stack

application: supporting
network applications
— ftp, smtp, http

transport: host-host data
transfer

— tcp, udp

network: routing of datagrams
from source to destination

— 1p, routing protocols

link: data transfer between
neighboring network elements

— PpPP, ethernet
physical: bits “on the wire”

application
transport

network

link

physical



Layering

E.g.: transport

 take data from

app

« add
addressing,
reliability check
info to form
“datagram”

« send datagram
to peer

« wait for peer to
ack receipt

: logical communication

transport
- link \J}

vhysical



Layering: physical communication

application

__network |

link
physical




Protocol layering and data

Each layer takes data from above

 adds header information to create
new data unit (“encapsulation”)

* passes new data unit to layer below

apblication
Transport

application
transport

HelH:| M_ HelH:| M_
HilHolH:l M J  link link Hi[HnlH:l M
physical physical




	23
	Chapter Goals
	Transparent Bridging

	Transparent Bridging Operation
	Figure�23-1 Transparent Bridges Build a Table That Determines a Host’s Accessibility
	Bridging Loops
	Figure�23-2 Bridging Loops Can Result in Inaccurate Forwarding and Learning in Transparent Bridgi...

	Spanning-Tree Algorithm
	Figure�23-3 STA-Based Bridges Use Designated and Root Ports to Eliminate Loops
	Figure�23-4 A Loop-Free Tree Topology and an STA-Based Transparent-Bridge Network


	Frame Format
	Figure�23-5 Twelve Fields Comprise the Transparent-Bridge Configuration Message

	Review Questions
	For More Information
	osi_hdlc.pdf
	16
	Chapter Goals
	Synchronous Data Link Control and Derivatives

	Introduction
	SDLC Types and Topologies
	SDLC Frame Format
	Figure�16-1 Six Fields Comprise the SDLC Frame
	Figure�16-2 An SDLC Line Links Local and Remote Sites over a Serial Line

	Derivative Protocols
	High-Level Data Link Control
	Link-Access Procedure, Balanced
	IEEE 802.2
	Qualified Logical Link Control

	Summary
	Review Questions
	osi_ppp_vlan_token.pdf
	13
	Chapter Goals
	Point-to-Point Protocol

	Introduction
	PPP Components
	General Operation
	Physical Layer Requirements
	PPP Link Layer
	Figure�13-1 Six Fields Make Up the PPP Frame

	PPP Link-Control Protocol
	Summary
	Review Questions
	lanswtch.pdf
	26
	Chapter Goals
	LAN Switching and VLANs
	Figure�26-1 A LAN Switch Is a Data Link Layer Device

	History
	LAN Switch Operation
	VLANs Defined
	Switch Port Modes
	Figure�26-2 Switches Interconnected with Trunk Links

	LAN Switching Forwarding
	LAN Switching Bandwidth

	LAN Switch and the OSI Model
	Review Questions
	For More Information

	tokenrng.pdf
	9
	Chapter Goals
	Token Ring/IEEE 802.5
	Figure�9-1 Although Dissimilar in Some Respects, IBM’s Token Ring Network and IEEE 802.5 Are Gene...

	Physical Connections
	Figure�9-2 MSAUs Can Be Wired Together to Form One Large Ring in an IBM Token Ring Network

	Token Ring Operation
	Priority System
	Fault-Management Mechanisms
	Frame Format
	Figure�9-3 IEEE 802.5 and Token Ring Specify Tokens and Data/Command Frames
	Token Frame Fields
	Data/Command Frame Fields

	Summary
	Review Questions

	osi_isdn.pdf
	1
	Chapter Goals
	Internetworking Basics

	What Is an Internetwork?
	Figure�1-1 Different Network Technologies Can Be Connected to Create an Internetwork
	History of Internetworking
	Internetworking Challenges

	Open System Interconnection Reference Model
	Figure�1-2 The OSI Reference Model Contains Seven Independent Layers
	Characteristics of the OSI Layers
	Figure�1-3 Two Sets of Layers Make Up the OSI Layers

	Protocols
	OSI Model and Communication Between Systems
	Interaction Between OSI Model Layers
	Figure�1-4 OSI Model Layers Communicate with Other Layers

	OSI Layer Services
	Figure�1-5 Service Users, Providers, and SAPs Interact at the Network and Data Link Layers

	OSI Model Layers and Information Exchange
	Figure�1-6 Headers and Data Can Be Encapsulated During Information Exchange
	Information Exchange Process


	OSI Model Physical Layer
	Figure�1-7 Physical Layer Implementations Can Be LAN or WAN Specifications

	OSI Model Data Link Layer
	Figure�1-8 The Data Link Layer Contains Two Sublayers

	OSI Model Network Layer
	OSI Model Transport Layer
	OSI Model Session Layer
	OSI Model Presentation Layer
	OSI Model Application Layer

	Information Formats
	Figure�1-9 Data from Upper-Layer Entities Makes Up the Data Link Layer Frame
	Figure�1-10 Three Basic Components Make Up a Network Layer Packet
	Figure�1-11 Two Components Make Up a Typical Cell

	ISO Hierarchy of Networks
	Figure�1-12 A Hierarchical Network Contains Numerous Components

	Connection-Oriented and Connectionless Network Services
	Internetwork Addressing
	Data Link Layer Addresses
	Figure�1-13 Each Interface on a Device Is Uniquely Identified by a Data-Link Address.

	MAC Addresses
	Figure�1-14 MAC Addresses, Data-Link Addresses, and the IEEE Sublayers of the Data Link Layer Are...
	Figure�1-15 The MAC Address Contains a Unique Format of Hexadecimal Digits

	Mapping Addresses
	Network Layer Addresses
	Figure�1-16 Each Network Interface Must Be Assigned a Network Address for Each Protocol Supported

	Hierarchical Versus Flat Address Space
	Figure�1-17 Hierarchical and Flat Address Spaces Differ in Comparison Operations

	Address Assignments
	Addresses Versus Names

	Flow Control Basics
	Error-Checking Basics
	Multiplexing Basics
	Figure�1-18 Multiple Applications Can Be Multiplexed into a Single Lower-Layer Data Packet
	Figure�1-19 Multiple Devices Can Be Multiplexed into a Single Physical Channel

	Standards Organizations
	Summary
	Review Questions
	For More Information
	lan_wan_isdn.pdf
	2
	Chapter Goals
	Introduction to LAN Protocols
	Figure�2-1 Three LAN Implementations Are Used Most Commonly

	What Is a LAN?
	LAN Protocols and the OSI Reference Model
	Figure�2-2 Popular LAN Protocols Mapped to the OSI Reference Model

	LAN Media-Access Methods
	LAN Transmission Methods
	LAN Topologies
	Figure�2-3 Some Networks Implement a Local Bus Topology
	Figure�2-4 Some Networks Implement a Logical Ring Topology
	Figure�2-5 A Logical Tree Topology Can Contain Multiple Nodes

	LAN Devices
	Figure�2-6 A Repeater Connects Two Network Segments
	Figure�2-7 Multiple LAN Extenders Can Connect to the Host Router Through a WAN

	Review Questions
	For More Information
	wan.pdf
	3
	Chapter Goals
	Introduction to WAN Technologies

	What Is a WAN?
	Figure�3-1 WAN Technologies Operate at the Lowest Levels of the OSI Model

	Point-to-Point Links
	Figure�3-2 A Typical Point-to-Point Link Operates Through a WAN to a Remote Network

	Circuit Switching
	Figure�3-3 A Circuit-Switched WAN Undergoes a Process Similar to That Used for a Telephone Call

	Packet Switching
	Figure�3-4 Packet Switching Transfers Packets Across a Carrier Network

	WAN Virtual Circuits
	WAN Dialup Services
	WAN Devices
	WAN Switch
	Figure�3-5 Two Routers at Remote Ends of a WAN Can Be Connected by WAN Switches

	Access Server
	Figure�3-6 An Access Server Concentrates Dial-Out Connections into a WAN

	Modem
	Figure�3-7 A Modem Connection Through a WAN Handles Analog and Digital Signals

	CSU/DSU
	Figure�3-8 The CSU/DSU Stands Between the Switch and the Terminal

	ISDN Terminal Adapter
	Figure�3-9 The Terminal Adapter Connects the ISDN Terminal Adapter to Other Interfaces


	Review Questions
	For More Information

	isdn.pdf
	12
	Chapter Goals
	Integrated Services Digital Network

	Introduction
	ISDN Devices
	Figure�12-1 Sample ISDN Configuration Illustrates Relationships Between Devices and Reference Points

	Services
	ISDN BRI Service
	ISDN PRI Service

	ISDN Specifications
	Layer 1
	Figure�12-2 ISDN Physical Layer Frame Formats Differ Depending on Their Direction

	Layer 2
	Figure�12-3 LAPD Frame Format Is Similar to That of HDLC and LAPB

	Layer 3
	Figure�12-4 An ISDN Circuit-Switched Call Moves Through Various Stages to Its Destination


	Summary
	Review Questions


	lan_wan_isdn.pdf
	2
	Chapter Goals
	Introduction to LAN Protocols
	Figure�2-1 Three LAN Implementations Are Used Most Commonly

	What Is a LAN?
	LAN Protocols and the OSI Reference Model
	Figure�2-2 Popular LAN Protocols Mapped to the OSI Reference Model

	LAN Media-Access Methods
	LAN Transmission Methods
	LAN Topologies
	Figure�2-3 Some Networks Implement a Local Bus Topology
	Figure�2-4 Some Networks Implement a Logical Ring Topology
	Figure�2-5 A Logical Tree Topology Can Contain Multiple Nodes

	LAN Devices
	Figure�2-6 A Repeater Connects Two Network Segments
	Figure�2-7 Multiple LAN Extenders Can Connect to the Host Router Through a WAN

	Review Questions
	For More Information
	wan.pdf
	3
	Chapter Goals
	Introduction to WAN Technologies

	What Is a WAN?
	Figure�3-1 WAN Technologies Operate at the Lowest Levels of the OSI Model

	Point-to-Point Links
	Figure�3-2 A Typical Point-to-Point Link Operates Through a WAN to a Remote Network

	Circuit Switching
	Figure�3-3 A Circuit-Switched WAN Undergoes a Process Similar to That Used for a Telephone Call

	Packet Switching
	Figure�3-4 Packet Switching Transfers Packets Across a Carrier Network

	WAN Virtual Circuits
	WAN Dialup Services
	WAN Devices
	WAN Switch
	Figure�3-5 Two Routers at Remote Ends of a WAN Can Be Connected by WAN Switches

	Access Server
	Figure�3-6 An Access Server Concentrates Dial-Out Connections into a WAN

	Modem
	Figure�3-7 A Modem Connection Through a WAN Handles Analog and Digital Signals

	CSU/DSU
	Figure�3-8 The CSU/DSU Stands Between the Switch and the Terminal

	ISDN Terminal Adapter
	Figure�3-9 The Terminal Adapter Connects the ISDN Terminal Adapter to Other Interfaces


	Review Questions
	For More Information

	isdn.pdf
	12
	Chapter Goals
	Integrated Services Digital Network

	Introduction
	ISDN Devices
	Figure�12-1 Sample ISDN Configuration Illustrates Relationships Between Devices and Reference Points

	Services
	ISDN BRI Service
	ISDN PRI Service

	ISDN Specifications
	Layer 1
	Figure�12-2 ISDN Physical Layer Frame Formats Differ Depending on Their Direction

	Layer 2
	Figure�12-3 LAPD Frame Format Is Similar to That of HDLC and LAPB

	Layer 3
	Figure�12-4 An ISDN Circuit-Switched Call Moves Through Various Stages to Its Destination


	Summary
	Review Questions




	fddi.pdf
	8
	Chapter Goals
	Fiber Distributed Data Interface

	Introduction
	Figure�8-1 FDDI Uses Counter-Rotating Primary and Secondary Rings
	Standards

	FDDI Transmission Media
	Figure�8-2 Light Sources Differ for Single-Mode and Multimode Fibers

	FDDI Specifications
	Figure�8-3 FDDI Specifications Map to the OSI Hierarchical Model

	FDDI Station-Attachment Types
	Figure�8-4 FDDI DAS Ports Attach to the Primary and Secondary Rings
	Figure�8-5 A Concentrator Attaches to Both the Primary and Secondary Rings

	FDDI Fault Tolerance
	Dual Ring
	Figure�8-6 A Ring Recovers from a Station Failure by Wrapping
	Figure�8-7 A Ring also Wraps to Withstand a Cable Failure

	Optical Bypass Switch
	Figure�8-8 The Optical Bypass Switch Uses Internal Mirrors to Maintain a Network

	Dual Homing
	Figure�8-9 A Dual-Homed Configuration Guarantees Operation


	FDDI Frame Format
	Figure�8-10 The FDDI Frame Is Similar to That of a Token Ring Frame
	FDDI Frame Fields

	Copper Distributed Data Interface
	Figure�8-11 CDDI TP-PMD and FDDI Specifications Adhere to Different Standards

	Summary
	Review Questions

	ethernet.pdf
	7
	Chapter Goals
	Ethernet Technologies

	Background
	Ethernet—A Brief History
	Ethernet Network Elements
	Ethernet Network Topologies and Structures
	Figure�7-1 Example Point-to-Point Interconnection
	Figure�7-2 Example Coaxial Bus Topology
	Figure�7-3 Example Star-Connected Topology

	The IEEE 802.3 Logical Relationship to the ISO Reference Model
	Figure�7-4 Ethernet’s Logical Relationship to the ISO Reference Model
	Figure�7-5 MAC and Physical Layer Compatibility Requirements for Basic Data Communication

	The Ethernet MAC Sublayer
	The Basic Ethernet Frame Format
	Figure�7-6 The Basic IEEE 802.3 MAC Data Frame Format

	Frame Transmission
	Half-Duplex Transmission—The CSMA/CD Access Method
	Figure�7-7 MAC Frame with Gigabit Carrier Extension
	Table�7-1 Limits for Half-Duplex Operation

	Figure�7-8 A Gigabit Frame-Burst Sequence

	Full-Duplex Transmission—An Optional Approach to Higher Network Efficiency
	Figure�7-9 Full Duplex Operation Allows Simultaneous Two-Way Transmission on the Same Link

	Flow Control
	Figure�7-10 An Overview of the IEEE 802.3 Flow Control Sequence


	Frame Reception
	The VLAN Tagging Option
	Figure�7-11 VLAN-Tagged Frames Are Identified When the MAC Finds the LAN Type Value in the Normal...


	The Ethernet Physical Layers
	Encoding for Signal Transmission
	Figure�7-12 A Concept Example of Baseline Wander
	Figure�7-13 Transition-Based Manchester Binary Encoding

	The 802.3 Physical Layer Relationship to the ISO Reference Model
	Figure�7-14 The Generic Ethernet Physical Layer Reference Model

	10-Mbps Ethernet—10Base-T
	Figure�7-15 The Typical 10Base-T Link Is a Four-Pair UTP Cable in Which Two Pairs Are Not Used

	100 Mbps—Fast Ethernet
	Table�7-2 Summary of 100Base-T Physical Layer Characteristics
	100Base-X
	Figure�7-16 The 100Base-X Logical Model
	Figure�7-17 The 100Base-X Code-Group Stream with Frame Encapsulation

	100Base-T4
	Figure�7-18 The 100Base-T4 Wire-Pair Usage During Frame Transmission
	Figure�7-19 The 100Base-T4 Frame Transmission Sequence

	100Base-T2
	Figure�7-20 The 100Base-T2 Link Topology
	Figure�7-21 The 100Base-T2 Loop Timing Configuration


	1000 Mbps—Gigabit Ethernet
	Figure�7-22 Gigabit Ethernet Variations
	1000Base-T
	Figure�7-23 The 1000Base-T Link Topology
	Figure�7-24 1000Base-T Master/Slave Loop Timing Configuration

	1000Base-X
	Figure�7-25 1000Base-X Link Configuration
	Table�7-3 1000Base-X Link Configuration Support



	Network Cabling—Link Crossover Requirements
	Figure�7-26 Alternative Ways for Implementing the Link Crossover Requirement


	System Considerations
	Choosing UTP-Based Components and Media Category
	Auto-negotiation—An Optional Method for Automatically Configuring Link Operational Modes
	Table�7-4 The Defined Autonegotiation Selection Levels for UTP NICs
	Figure�7-27 Autonegotiation FLP Bursts Replace NLPs During Link Initiation

	Network Switches Provide a Second, and Often Better, Alternative to Higher Link Speeds in CSMA/CD...
	Multispeed NICs
	Figure�7-28 Replacing the Network Repeaters with Switches Reduces the Collision Domains to Two NI...

	Choosing 1000Base-X Components and Media
	Table�7-5 Maximum Operating Ranges for Common Optical Fibers

	Multiple-Rate Ethernet Networks
	Figure�7-29 An Example Multirate Network Topology—the ISO/IEC 11801 Cable Model

	Link Aggregation—Establishing Higher-Speed Network Trunks
	Network Management
	Migrating to Higher-Speed Networks

	Summary
	Review Questions


	5_eth_token_fddi.pdf
	23
	Chapter Goals
	Transparent Bridging

	Transparent Bridging Operation
	Figure�23-1 Transparent Bridges Build a Table That Determines a Host’s Accessibility
	Bridging Loops
	Figure�23-2 Bridging Loops Can Result in Inaccurate Forwarding and Learning in Transparent Bridgi...

	Spanning-Tree Algorithm
	Figure�23-3 STA-Based Bridges Use Designated and Root Ports to Eliminate Loops
	Figure�23-4 A Loop-Free Tree Topology and an STA-Based Transparent-Bridge Network


	Frame Format
	Figure�23-5 Twelve Fields Comprise the Transparent-Bridge Configuration Message

	Review Questions
	For More Information
	osi_hdlc.pdf
	16
	Chapter Goals
	Synchronous Data Link Control and Derivatives

	Introduction
	SDLC Types and Topologies
	SDLC Frame Format
	Figure�16-1 Six Fields Comprise the SDLC Frame
	Figure�16-2 An SDLC Line Links Local and Remote Sites over a Serial Line

	Derivative Protocols
	High-Level Data Link Control
	Link-Access Procedure, Balanced
	IEEE 802.2
	Qualified Logical Link Control

	Summary
	Review Questions
	osi_ppp_vlan_token.pdf
	13
	Chapter Goals
	Point-to-Point Protocol

	Introduction
	PPP Components
	General Operation
	Physical Layer Requirements
	PPP Link Layer
	Figure�13-1 Six Fields Make Up the PPP Frame

	PPP Link-Control Protocol
	Summary
	Review Questions
	lanswtch.pdf
	26
	Chapter Goals
	LAN Switching and VLANs
	Figure�26-1 A LAN Switch Is a Data Link Layer Device

	History
	LAN Switch Operation
	VLANs Defined
	Switch Port Modes
	Figure�26-2 Switches Interconnected with Trunk Links

	LAN Switching Forwarding
	LAN Switching Bandwidth

	LAN Switch and the OSI Model
	Review Questions
	For More Information

	tokenrng.pdf
	9
	Chapter Goals
	Token Ring/IEEE 802.5
	Figure�9-1 Although Dissimilar in Some Respects, IBM’s Token Ring Network and IEEE 802.5 Are Gene...

	Physical Connections
	Figure�9-2 MSAUs Can Be Wired Together to Form One Large Ring in an IBM Token Ring Network

	Token Ring Operation
	Priority System
	Fault-Management Mechanisms
	Frame Format
	Figure�9-3 IEEE 802.5 and Token Ring Specify Tokens and Data/Command Frames
	Token Frame Fields
	Data/Command Frame Fields

	Summary
	Review Questions

	osi_isdn.pdf
	1
	Chapter Goals
	Internetworking Basics

	What Is an Internetwork?
	Figure�1-1 Different Network Technologies Can Be Connected to Create an Internetwork
	History of Internetworking
	Internetworking Challenges

	Open System Interconnection Reference Model
	Figure�1-2 The OSI Reference Model Contains Seven Independent Layers
	Characteristics of the OSI Layers
	Figure�1-3 Two Sets of Layers Make Up the OSI Layers

	Protocols
	OSI Model and Communication Between Systems
	Interaction Between OSI Model Layers
	Figure�1-4 OSI Model Layers Communicate with Other Layers

	OSI Layer Services
	Figure�1-5 Service Users, Providers, and SAPs Interact at the Network and Data Link Layers

	OSI Model Layers and Information Exchange
	Figure�1-6 Headers and Data Can Be Encapsulated During Information Exchange
	Information Exchange Process


	OSI Model Physical Layer
	Figure�1-7 Physical Layer Implementations Can Be LAN or WAN Specifications

	OSI Model Data Link Layer
	Figure�1-8 The Data Link Layer Contains Two Sublayers

	OSI Model Network Layer
	OSI Model Transport Layer
	OSI Model Session Layer
	OSI Model Presentation Layer
	OSI Model Application Layer

	Information Formats
	Figure�1-9 Data from Upper-Layer Entities Makes Up the Data Link Layer Frame
	Figure�1-10 Three Basic Components Make Up a Network Layer Packet
	Figure�1-11 Two Components Make Up a Typical Cell

	ISO Hierarchy of Networks
	Figure�1-12 A Hierarchical Network Contains Numerous Components

	Connection-Oriented and Connectionless Network Services
	Internetwork Addressing
	Data Link Layer Addresses
	Figure�1-13 Each Interface on a Device Is Uniquely Identified by a Data-Link Address.

	MAC Addresses
	Figure�1-14 MAC Addresses, Data-Link Addresses, and the IEEE Sublayers of the Data Link Layer Are...
	Figure�1-15 The MAC Address Contains a Unique Format of Hexadecimal Digits

	Mapping Addresses
	Network Layer Addresses
	Figure�1-16 Each Network Interface Must Be Assigned a Network Address for Each Protocol Supported

	Hierarchical Versus Flat Address Space
	Figure�1-17 Hierarchical and Flat Address Spaces Differ in Comparison Operations

	Address Assignments
	Addresses Versus Names

	Flow Control Basics
	Error-Checking Basics
	Multiplexing Basics
	Figure�1-18 Multiple Applications Can Be Multiplexed into a Single Lower-Layer Data Packet
	Figure�1-19 Multiple Devices Can Be Multiplexed into a Single Physical Channel

	Standards Organizations
	Summary
	Review Questions
	For More Information
	lan_wan_isdn.pdf
	2
	Chapter Goals
	Introduction to LAN Protocols
	Figure�2-1 Three LAN Implementations Are Used Most Commonly

	What Is a LAN?
	LAN Protocols and the OSI Reference Model
	Figure�2-2 Popular LAN Protocols Mapped to the OSI Reference Model

	LAN Media-Access Methods
	LAN Transmission Methods
	LAN Topologies
	Figure�2-3 Some Networks Implement a Local Bus Topology
	Figure�2-4 Some Networks Implement a Logical Ring Topology
	Figure�2-5 A Logical Tree Topology Can Contain Multiple Nodes

	LAN Devices
	Figure�2-6 A Repeater Connects Two Network Segments
	Figure�2-7 Multiple LAN Extenders Can Connect to the Host Router Through a WAN

	Review Questions
	For More Information
	wan.pdf
	3
	Chapter Goals
	Introduction to WAN Technologies

	What Is a WAN?
	Figure�3-1 WAN Technologies Operate at the Lowest Levels of the OSI Model

	Point-to-Point Links
	Figure�3-2 A Typical Point-to-Point Link Operates Through a WAN to a Remote Network

	Circuit Switching
	Figure�3-3 A Circuit-Switched WAN Undergoes a Process Similar to That Used for a Telephone Call

	Packet Switching
	Figure�3-4 Packet Switching Transfers Packets Across a Carrier Network

	WAN Virtual Circuits
	WAN Dialup Services
	WAN Devices
	WAN Switch
	Figure�3-5 Two Routers at Remote Ends of a WAN Can Be Connected by WAN Switches

	Access Server
	Figure�3-6 An Access Server Concentrates Dial-Out Connections into a WAN

	Modem
	Figure�3-7 A Modem Connection Through a WAN Handles Analog and Digital Signals

	CSU/DSU
	Figure�3-8 The CSU/DSU Stands Between the Switch and the Terminal

	ISDN Terminal Adapter
	Figure�3-9 The Terminal Adapter Connects the ISDN Terminal Adapter to Other Interfaces


	Review Questions
	For More Information

	isdn.pdf
	12
	Chapter Goals
	Integrated Services Digital Network

	Introduction
	ISDN Devices
	Figure�12-1 Sample ISDN Configuration Illustrates Relationships Between Devices and Reference Points

	Services
	ISDN BRI Service
	ISDN PRI Service

	ISDN Specifications
	Layer 1
	Figure�12-2 ISDN Physical Layer Frame Formats Differ Depending on Their Direction

	Layer 2
	Figure�12-3 LAPD Frame Format Is Similar to That of HDLC and LAPB

	Layer 3
	Figure�12-4 An ISDN Circuit-Switched Call Moves Through Various Stages to Its Destination


	Summary
	Review Questions


	lan_wan_isdn.pdf
	2
	Chapter Goals
	Introduction to LAN Protocols
	Figure�2-1 Three LAN Implementations Are Used Most Commonly

	What Is a LAN?
	LAN Protocols and the OSI Reference Model
	Figure�2-2 Popular LAN Protocols Mapped to the OSI Reference Model

	LAN Media-Access Methods
	LAN Transmission Methods
	LAN Topologies
	Figure�2-3 Some Networks Implement a Local Bus Topology
	Figure�2-4 Some Networks Implement a Logical Ring Topology
	Figure�2-5 A Logical Tree Topology Can Contain Multiple Nodes

	LAN Devices
	Figure�2-6 A Repeater Connects Two Network Segments
	Figure�2-7 Multiple LAN Extenders Can Connect to the Host Router Through a WAN

	Review Questions
	For More Information
	wan.pdf
	3
	Chapter Goals
	Introduction to WAN Technologies

	What Is a WAN?
	Figure�3-1 WAN Technologies Operate at the Lowest Levels of the OSI Model

	Point-to-Point Links
	Figure�3-2 A Typical Point-to-Point Link Operates Through a WAN to a Remote Network

	Circuit Switching
	Figure�3-3 A Circuit-Switched WAN Undergoes a Process Similar to That Used for a Telephone Call

	Packet Switching
	Figure�3-4 Packet Switching Transfers Packets Across a Carrier Network

	WAN Virtual Circuits
	WAN Dialup Services
	WAN Devices
	WAN Switch
	Figure�3-5 Two Routers at Remote Ends of a WAN Can Be Connected by WAN Switches

	Access Server
	Figure�3-6 An Access Server Concentrates Dial-Out Connections into a WAN

	Modem
	Figure�3-7 A Modem Connection Through a WAN Handles Analog and Digital Signals

	CSU/DSU
	Figure�3-8 The CSU/DSU Stands Between the Switch and the Terminal

	ISDN Terminal Adapter
	Figure�3-9 The Terminal Adapter Connects the ISDN Terminal Adapter to Other Interfaces


	Review Questions
	For More Information

	isdn.pdf
	12
	Chapter Goals
	Integrated Services Digital Network

	Introduction
	ISDN Devices
	Figure�12-1 Sample ISDN Configuration Illustrates Relationships Between Devices and Reference Points

	Services
	ISDN BRI Service
	ISDN PRI Service

	ISDN Specifications
	Layer 1
	Figure�12-2 ISDN Physical Layer Frame Formats Differ Depending on Their Direction

	Layer 2
	Figure�12-3 LAPD Frame Format Is Similar to That of HDLC and LAPB

	Layer 3
	Figure�12-4 An ISDN Circuit-Switched Call Moves Through Various Stages to Its Destination


	Summary
	Review Questions




	fddi.pdf
	8
	Chapter Goals
	Fiber Distributed Data Interface

	Introduction
	Figure�8-1 FDDI Uses Counter-Rotating Primary and Secondary Rings
	Standards

	FDDI Transmission Media
	Figure�8-2 Light Sources Differ for Single-Mode and Multimode Fibers

	FDDI Specifications
	Figure�8-3 FDDI Specifications Map to the OSI Hierarchical Model

	FDDI Station-Attachment Types
	Figure�8-4 FDDI DAS Ports Attach to the Primary and Secondary Rings
	Figure�8-5 A Concentrator Attaches to Both the Primary and Secondary Rings

	FDDI Fault Tolerance
	Dual Ring
	Figure�8-6 A Ring Recovers from a Station Failure by Wrapping
	Figure�8-7 A Ring also Wraps to Withstand a Cable Failure

	Optical Bypass Switch
	Figure�8-8 The Optical Bypass Switch Uses Internal Mirrors to Maintain a Network

	Dual Homing
	Figure�8-9 A Dual-Homed Configuration Guarantees Operation


	FDDI Frame Format
	Figure�8-10 The FDDI Frame Is Similar to That of a Token Ring Frame
	FDDI Frame Fields

	Copper Distributed Data Interface
	Figure�8-11 CDDI TP-PMD and FDDI Specifications Adhere to Different Standards

	Summary
	Review Questions

	ethernet.pdf
	7
	Chapter Goals
	Ethernet Technologies

	Background
	Ethernet—A Brief History
	Ethernet Network Elements
	Ethernet Network Topologies and Structures
	Figure�7-1 Example Point-to-Point Interconnection
	Figure�7-2 Example Coaxial Bus Topology
	Figure�7-3 Example Star-Connected Topology

	The IEEE 802.3 Logical Relationship to the ISO Reference Model
	Figure�7-4 Ethernet’s Logical Relationship to the ISO Reference Model
	Figure�7-5 MAC and Physical Layer Compatibility Requirements for Basic Data Communication

	The Ethernet MAC Sublayer
	The Basic Ethernet Frame Format
	Figure�7-6 The Basic IEEE 802.3 MAC Data Frame Format

	Frame Transmission
	Half-Duplex Transmission—The CSMA/CD Access Method
	Figure�7-7 MAC Frame with Gigabit Carrier Extension
	Table�7-1 Limits for Half-Duplex Operation

	Figure�7-8 A Gigabit Frame-Burst Sequence

	Full-Duplex Transmission—An Optional Approach to Higher Network Efficiency
	Figure�7-9 Full Duplex Operation Allows Simultaneous Two-Way Transmission on the Same Link

	Flow Control
	Figure�7-10 An Overview of the IEEE 802.3 Flow Control Sequence


	Frame Reception
	The VLAN Tagging Option
	Figure�7-11 VLAN-Tagged Frames Are Identified When the MAC Finds the LAN Type Value in the Normal...


	The Ethernet Physical Layers
	Encoding for Signal Transmission
	Figure�7-12 A Concept Example of Baseline Wander
	Figure�7-13 Transition-Based Manchester Binary Encoding

	The 802.3 Physical Layer Relationship to the ISO Reference Model
	Figure�7-14 The Generic Ethernet Physical Layer Reference Model

	10-Mbps Ethernet—10Base-T
	Figure�7-15 The Typical 10Base-T Link Is a Four-Pair UTP Cable in Which Two Pairs Are Not Used

	100 Mbps—Fast Ethernet
	Table�7-2 Summary of 100Base-T Physical Layer Characteristics
	100Base-X
	Figure�7-16 The 100Base-X Logical Model
	Figure�7-17 The 100Base-X Code-Group Stream with Frame Encapsulation

	100Base-T4
	Figure�7-18 The 100Base-T4 Wire-Pair Usage During Frame Transmission
	Figure�7-19 The 100Base-T4 Frame Transmission Sequence

	100Base-T2
	Figure�7-20 The 100Base-T2 Link Topology
	Figure�7-21 The 100Base-T2 Loop Timing Configuration


	1000 Mbps—Gigabit Ethernet
	Figure�7-22 Gigabit Ethernet Variations
	1000Base-T
	Figure�7-23 The 1000Base-T Link Topology
	Figure�7-24 1000Base-T Master/Slave Loop Timing Configuration

	1000Base-X
	Figure�7-25 1000Base-X Link Configuration
	Table�7-3 1000Base-X Link Configuration Support



	Network Cabling—Link Crossover Requirements
	Figure�7-26 Alternative Ways for Implementing the Link Crossover Requirement


	System Considerations
	Choosing UTP-Based Components and Media Category
	Auto-negotiation—An Optional Method for Automatically Configuring Link Operational Modes
	Table�7-4 The Defined Autonegotiation Selection Levels for UTP NICs
	Figure�7-27 Autonegotiation FLP Bursts Replace NLPs During Link Initiation

	Network Switches Provide a Second, and Often Better, Alternative to Higher Link Speeds in CSMA/CD...
	Multispeed NICs
	Figure�7-28 Replacing the Network Repeaters with Switches Reduces the Collision Domains to Two NI...

	Choosing 1000Base-X Components and Media
	Table�7-5 Maximum Operating Ranges for Common Optical Fibers

	Multiple-Rate Ethernet Networks
	Figure�7-29 An Example Multirate Network Topology—the ISO/IEC 11801 Cable Model

	Link Aggregation—Establishing Higher-Speed Network Trunks
	Network Management
	Migrating to Higher-Speed Networks

	Summary
	Review Questions






